
Attribute Selection

for High Dimensional Data Clustering

Lydia Boudjeloud and François Poulet

ESIEA Recherche
38, rue des docteurs Calmette et Guérin,
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Abstract. We present a new method to select an attribute subset (with few or no
loss of information) for high dimensional data clustering. Most of existing clustering
algorithms loose some of their efficiency in high dimensional data sets. One possible
solution is to use only a subset of the whole set of dimensions. But the number
of possible dimension subsets is too large to be fully parsed. We use a heuristic
search for optimal attribute subset selection. For this purpose we use the best
cluster validity index to first select the most appropriate cluster number and then
to evaluate the clustering performed on the attribute subset. The performances of
our new approach of attribute selection are evaluated on several high dimensional
data sets. Furthermore, as the number of dimensions used is low, it is possible
to display the data sets in order to visually evaluate and interpret the obtained
results.
Keywords: Attribute Selection, Clustering, Genetic Algorithm, Visualization.

1 Introduction

Data collected in the world are so large that it becomes more and more diffi-
cult for the user to access them. Knowledge Discovery in Databases (KDD)
is the non-trivial process of identifying valid, novel, potentially useful and
ultimately understandable patterns in data [Fayyad et al., 1996]. The KDD
process is interactive and iterative, involving numerous steps. Data min-
ing is one step of the Knowledge Discovery in Databases (KDD) process.
This paper focus on clustering in high dimensional data sets, which is one
of the most useful tasks in data mining for discovering groups and identi-
fying interesting distributions and patterns in the underlying data. Thus,
the goal of clustering is to partition a data set into subgroups such that
objects in each particular group are similar and objects in different groups
are dissimilar [Berkhin, 2002]. In real world clustering situations, with most
of algorithms the user has first to choose the number of clusters. Once the
algorithm has performed its computation the clustering method must be val-
idated. To validate the clustering algorithm results we usually compare them
with the results of other clustering algorithms or with the results obtained
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by the same algorithm while varying its own parameters. We can also val-
idate the obtained clustering algorithms results using some validity indexes
described in [Milligan and Cooper, 1985]. Some of these indexes are based on
the maximization of the sum of squared distances between the clusters and
the minimization of the sum of squared distances within the clusters. The
objective of all clustering algorithms is to maximize the distances between
the clusters and minimize the distances between every object in the group,
in other words, to determine the optimal distribution of the data set. The
idea treated in this paper is to use the best index (according to Milligan and
Cooper, it is the Calinski index), to first select the most appropriate num-
ber of clusters and then to validate the clustering performed on a subset of
attributes. For this purpose we use attribute selection methods successfully
used to improve cluster quality. These algorithms find a subset of dimen-
sions to perform clustering by removing irrelevant or redundant dimensions.
In section 2, we start with a brief description of the different attribute subsets
search techniques and the clustering algorithm we have chosen (without for-
getting that our objective is not to obtain a better clustering algorithm but
to select a pertinent attribute subset with few or no loss of information for
clustering). In section 3, we describe the methodology used to find the opti-
mal number of clusters then we describe our search strategy and the method
to qualify and select the subset of attributes. In section 5, we comment the
obtained results and visualize the results to try to interpret them before the
conclusion.

2 Attribute subset search and clustering

Attribute subset selection problem is mainly an optimization problem which
involves searching the space of possible attribute subsets to identify one that
is optimal or nearly optimal with respect to f (where f(S) is a performance
measure used to evaluate a subset S of attributes with respect to criteria of
interest) [Yang and Honavar, 1998]. Several approaches of attribute selec-
tion have been proposed [Dash and Liu, 1997], [John et al., 1994], [Liu and
Motoda, 1998]. Most of these methods focus on supervised classification and
evaluate potential solutions in terms of predictive accuracy. Few works [Dash
and Liu, 2000], [Kim et al., 2002] deal with unsupervised classification (clus-
tering) where we do not have prior information to evaluate potential solution.
Attribute selection algorithms can broadly be classified into categories based
on whether or not attribute selection is done independently of the learning
algorithm used to construct the classifier: filter and wrapper approaches.
They can also be classified into three categories according to the search stra-
tegy used: exhaustive search, heuristic search, randomized search. Genetic
algorithms [Goldberg, 1989] include a class-related randomized, population-
based heuristics search techniques. They are inspired by biological evolution
processes. Central to such evolutionary systems is the idea of a population
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of potential solutions that are members of a high dimensional search space.
We have seen this decade, an increasing use of this kind of methods. Related
works can be found in [Yang and Honavar, 1998]. However, all tests of the
different authors are performed on data sets having less than one hundred
attributes. The large number of dimensions of the data set is one of the major
difficulties encountered in data mining. We are interested in high dimensional
data sets, our objective is to determine pertinent attribute subsets in clus-
tering, for this purpose we use genetic algorithm population-based heuristics
search techniques using validity index as fitness function to validate optimal
attribute subsets. furthermore, a problem we face in clustering is to decide
the optimal number of clusters that fits a data set, that is why we first use
the same validity index to choose the optimal number of clusters. We ap-
ply the wrapper approach to k-means clustering [McQueen, 1967], even if the
framework presented in this paper can be applied to any clustering algorithm.

3 Finding the number of clusters

When we are searching for the best attribute subset, we must choose the
same number of clusters than the one used when we run clustering in the
whole data set, because we want to obtain a subset of attributes having same
information (ideally) on the one obtained in the whole data set. [Milligan
and Cooper, 1985] have compared thirty methods for estimating the num-
ber of clusters using four hierarchical clustering methods. The criteria that
performed best in these simulation studies with a high degree of error in the
data is a pseudo F-statistic developed by [Calinski and Harabasz, 1974]: it
is a measure of the separation between clusters and is calculated by the for-

mula: Sb/(k−1)
Sw/(n−k) , where Sb is the sum of squares between the clusters, Sw the

sum of squares within the clusters, k is the number of clusters and n is the
number of observations. The higher the value of this statistic, the greater
the separation between groups. We first use the described statistic (Calin-
ski index) to find the best number of clusters for the whole data set. The
method is to study the maximum value maxk of ik (where k is the number
of clusters and ik the Calinski index value for k clusters). For this purpose,
we use the k-means algorithm [McQueen, 1967] on the Colon Tumor data
set (2000 attributes, 62 points) from the Kent Ridge Biomedical Data set
Repository [Jinyan and Huiqing, 2002], Segmentation (19 attributes, 2310
points) and Shuttle (9 attributes, 42500 points) data sets from the UCI Ma-
chine Learning Repository [Blake and Merz, 1998]. We compute all Calinski
index values where k takes values in the set (2, 3,. . . , a maximum value fixed
by the user) and select the maximum value maxk of the Calinski index and
the corresponding value of k. The index evolution according to the different
values of k for the Shuttle data set is shown in the figure 1 (we search the
maximal value of the curve). We notice that the optimal value of Calinski
index is obtained effectively for k=7. We obtain k=7 for Segmentation and
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Shuttle data sets and k=2 for Colon Tumor data set. The optimal values
found are similar to the original number of classes. Of course, these data sets
are supervised classification data sets we have removed the class information.
Now we try to find an optimal combination of attribute subset with a genetic
algorithm having the Calinski index as fitness function. Our objective is to
find a subset of attributes that best represent the configuration of the data
set and discover the same configuration of the clustering (number, contained
data, . . . ) for each cluster. The number of cluster is the value obtained
for the whole data set and we search the attribute subset that has optimal
value of Calinski index. The validity indexes give a measure of the quality of
the resulting partition and thus usually can be considered as a tool for the
experts in order to evaluate the clustering results. Using this approach of
cluster validity our goal is to evaluate the clustering results in the attribute
subset selected by the genetic algorithm.

4 Genetic algorithm for attribute search

Genetic algorithms (GAs) [Goldberg, 1989] are stochastic search techniques
based on the mechanism of natural selection and reproduction. We use stan-
dard genetic algorithm with usual parameters (population, mutation prob-
ability), variation of these parameters have no effect for the convergence of
our genetic algorithm. Our genetic algorithm starts with a population of 60
individuals (chromosomes) and a chromosome represents a combination (sub-
set) of dimensions. The visualization of the data set is a crucial verification
of the clustering results. With large multidimensional data sets (more than
some hundred dimensions) effective visualization of the data set is difficult
as shown in the figure 2.
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Fig. 1. Calinski index evolution for the Shuttle data set.
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Fig. 2. Visualization of one hundred dimensions of Lung cancer data set.
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Fig. 3. Calinski index evolution for the Segmentation data set along genetic algo-
rithm generations.

This is why the individuals (chromosomes) use only a small subset of
the data set dimensions (3 or 4 attributes), we have used the same principle
for outlier detection in [Boudjeloud and Poulet, 2004]. We evaluate each
chromosome of the population with the Calinski index value. This procedure
finds the combination of dimensions that best represents the data set with
the same k as obtained for the whole data set and search attribute subset
that have optimal Calinski index value. Once the whole population has been
evaluated and sorted, we operate a crossover on two parents chosen randomly.
Then, one of the children is muted with a probability of 0.1 and is substituted
randomly for an individual of the second part of the population, under the
median. The genetic algorithm ends after a maximum number of iterations.
The best element will be considered as the best subset to describe the whole
data, we will visualize the data set according to this most pertinent attribute
subset.
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5 Tests and results

We have tested GA with size 4 for the subset of attributes for the Segmen-
tation and the Colon tumor data sets and size 3 for the Segmentation data
set. Figure 3 shows the evolution of the Calinski index for all generations
of the genetic algorithm for the Segmentation data set. We can see a large
gap between the indexes computed with the whole data set and the indexes
calculated with a subset of attributes. Our objective was to try to find the
same index value for a subset of attributes as the one obtained with the whole
data set. The obtained results show that the values of the indexes with the
subset of attributes are better than those obtained with the whole data set.
One can explain this by the fact that the data set can be noisy according
to some attributes and when we select some other attributes we can get rid
of the noise and therefore we obtain better results. To confirm the obtained
results, we have performed tests to verify the clustering result in the different
subsets of attributes that are supposed to be optimal and compared these
results with the clustering obtained in the whole data set. We have used
the Calinski index as reference because it is classified as the best index by
Milligan and Cooper. The results with the colon Tumor data set are shown
in table 1. This table describes different values obtained when we change

Whole Whole Data set Data set Data set Data set
data set data set 20 att. 20 att. 4 att. 4 att.
2000 att. 2000 att. GA opt. GA opt.

Nbr. clusters (k) 2 3 2 2 2 2
Nbr. elemt./Cluster 18/44 10/30/22 11/51 48/14 11/51 18/44

Calinski 28.91 21.88 41.66 56.06 79.84 88.50

Table 1. GA optimization results.

the value of k (cluster number), we illustrate the obtained index values when
k=2 and k=3, the optimal value is obtained for k=2 with 18 objects in the
cluster number 1 and 44 objects in the cluster number 2. We have tested
the program for a subset of 20 attributes, we describe in the third column
the results obtained when we compute different index values for a subset of
20 randomly chosen attributes, after this we apply the GA to optimize the
result of the index. We obtain a better Calinski index with object affectation
not very different from the whole data set. We also tested our program for
a subset of 4 attributes and we have obtained the optimal values described
in the table (last 2 columns) for the subset of attributes: 1089, 890, 1506,
1989. We note that the cluster content for this optimal subset is similar to
the cluster content in the whole data set. We presented the optimal solution
of GA i.e. the subset of attributes, which has obtained the optimal values of
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all indexes. Then we visualize these results using both parallel-coordinates
[Inselberg, 1985] and 2D scatter-plot matrices [Carr et al., 1987], to try to
explain why these attribute subsets are different from the other ones. These
kinds of visualization tools allow the user to see how the data are presented
in this projection. For example, figure 4 shows the visualization of clustering,
with the optimal subset of attributes obtained by the GA and we can see a
separation between the two clusters.

 

Fig. 4. Optimal subset visualization for the Colon data set.

6 Conclusion and future work

We have presented a way to select the cluster number and to evaluate a rel-
evant subset of attributes in clustering. We used validity index of clustering
algorithm not to compare clustering algorithms, but to evaluate a subset of
attributes as a representative one or pertinent one for clustering results. We
have used the k-means clustering algorithm, the best validity index (Calin-
ski index) described by [Milligan and Cooper, 1985] and a genetic algorithm
for the attribute selection, having the value of the validity index as fitness
function. We introduced a new representation of genetic algorithm individ-
ual, our choice is fixed on small sizes of attribute subsets to facilitate visual
interpretation of the results and then show the relevance of the attributes
for clustering application. Nevertheless, the user is free to set up the size
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of the attribute subset and there is no complexity problem with the size of
the population of genetic algorithm. Our first objective is to obtain subsets
of attributes that best represent the configuration of the data set (number,
contained data). When we tested our method by verifying clustering results
we notice that the optimal subset obtained has optimal value for the index
with a number of elements in the clusters similar to the ones in the whole
data set and they have the same elements. Furthermore, as the number of
dimensions is low, it is possible to visually evaluate and interpret the ob-
tained results using scatter-plot matrices or/and parallel coordinates. We
must keep in mind that we work with high dimensional data sets. This step
is only possible because we use a subset of dimensions of the original data.
This interpretation of the results would be absolutely impossible if consider-
ing all the set of dimensions (figure 2). We think to follow our objective that
is to find the best attribute combination to reduce the research space without
any loss in result quality. We must find a factor or a fitness function for the
genetic algorithm qualifying attribute combination to optimize the algorithm
and improve execution time. We think also to involve more intensively the
user in the process of cluster search in data subspace [Boudjeloud and Poulet,
2005].
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