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Abstract. Finding interestingness measures to evaluate association rules has be-
come an important knowledge quality issue in KDD. Many interestingness measures
may be found in the literature, and many authors have discussed and compared
interestingness properties in order to help choose the best measures for a given
application. As interestingness depends both on the data structure and on the
decision-maker’s goals, some measures may be relevant in some context, but not
in others. Therefore, it is necessary to design new contextual approaches in order
to help the decision-maker to select the best interestingness measures. In this pa-
per, we present ARQAT a new tool to study the specific behavior of a set of 34
interestingness measures in the context of a specific dataset and in an exploratory
data analysis perspective. The tool implements 14 graphical and complementary
views structured on 5 levels of analysis: ruleset analysis, correlation and clustering
analysis, best rules analysis, sensitivity analysis, and comparative analysis. The
tool is described and illustrated on the mushroom dataset in order to show the
interest of both the exploratory approach and the use of complementary views.
Keywords: interestingness measure, ARQAT, exploratory analysis.

1 Introduction

In the last decade, the designing of Interestingness Measure (IM) to evaluate
association rules has become an important knowledge quality challenge in the
context of KDD. This is because association rule [Agrawal et al., 1993] is one
of the few models dedicated to unsupervised discovery of rule tendencies in
data. It is unfortunately confronted to a major difficulty: the user (a decision-
maker or a data-analyst) must cope with a large amount of extracted rules in
order to validate and select the best ones [Piatetsky-Shapiro, 1991]. One way
to reduce the cost of the user’s task is to help him/her with the measurement
of rule interestingness adapted to both his/her goals and the dataset studied.

In initial research works [Agrawal et al., 1993][Agrawal and Srikant, 1994]
on association rules, these precursors have introduced the first two statisti-
cal measures: support and confidence. These measures are well adapted to
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Apriori algorithm constraints, but are not sufficient to capture rule interest-
ingness. To improve this limit, many complementary IMs have been then
introduced in the research literature. As interestingness depends both on the
user’s goals and data characteristics, two kinds of IMs may be distinguished
[Freitas, 1999]: subjective and objective. First, subjective measures depend
on the user’s goals and his/her knowledge or beliefs, and are combined to
specific supervised algorithms in order to compare the extracted rules with
what the user knows or wants [Padmanabhan and Tuzhilin, 1998][Liu et al.,
1999]. Hence, subjective measures allow capturing rule novelty and unex-
pectedness in relation to the user’s knowledge or beliefs. Second, objective
measures are statistical indexes that only rely on data structure and more
precisely on itemset frequency. Many interesting surveys summarize their
definitions and properties (see [Bayardo and Agrawal, 1999], [Hilderman and
Hamilton, 2001],
[Tan et al., 2002], [Tan et al., 2004], [Piatetsky-Shapiro, 1991],
[Lenca et al., 2004], [Guillet, 2004]). These surveys address two joint research
issues, the definition of the set of principles or properties that lead to the de-
sign of a good IM, and their comparison from a data-analysis point of view
to study IM behavior in order to help the user to select the best ones. In
[Vaillant et al., 2003] a tool HERBS is also presented.

In this paper, we present a new approach and a dedicated tool ARQAT
(Association Rule Quality Analysis Tool) to study the specific behavior of a
set of IMs in the context of a specific dataset and in an exploratory analysis
perspective. More precisely, ARQAT is a toolbox designed to help a data-
analyst to capture the best measures and as a final purpose, the best rules
within a specific ruleset.

The paper is structured as follows. In section 2, we introduce the princi-
ples and the structure of ARQAT tool. In the three next sections, we describe
3 groups of ARQAT views: ruleset statistics, correlation analysis, and best
rules analysis. We illustrate each view on the mushroom dataset, in order to
show the interest of the exploratory approach for IM analysis.

2 Principles of ARQAT tool

ARQAT is an exploratory analysis tool that embeds 34 objective IMs studied
in surveys. We complete this list of IMs with three complementary measures:
Implication Intensity (II) introduced by Gras [Gras, 1996] [Guillaume et al.,
1998], Entropic Implication Intensity (EII) [Gras et al., 2001] [Blanchard
et al., 2003], and the informational ratio modulated by the contra-positive
(TIC)
[Blanchard et al., 2004] (See Appendix 1 for a complete list of selected mea-
sures).

ARQAT (Fig. 1) implements a set of 14 complementary and graphical
views structured in 5 task-oriented groups: ruleset analysis, correlation and
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clustering analysis, best rules analysis, sensitivity analysis, and comparative
analysis.

Fig. 1. ARQAT structure.

For the input, ARQAT requires an association ruleset where each as-
sociation rule a ⇒ b must be associated to 4 cardinalities (n, na, nb, nab

).
More precisely, n is the number of transactions, na (resp. nb) the number
of transactions satisfying the itemset a (resp. b), and n

ab
is the number of

transactions satisfying a ∧ b (negative examples).

In a first stage, the input ruleset is preprocessed in order to compute the
IM values of each rule, and the correlations between all IM pairs. The results
are stored in two tables: an IM table (R×I) where rows are rules and columns
are IM values, and a correlation matrix (I×I) crossing IMs. At this stage, the
ruleset may also be sampled in order to focus the study on a more restricted
subset of rules.

In a second stage, the data-analyst can then drive the graphical explo-
ration of results through a classical web-browser. ARQAT is structured in 5
groups of task-oriented views. The first group (1 in Fig. 1) is dedicated to
ruleset and simple IM statistics to better understand the structure of the IM
table (R×I). The second group (2) is oriented to the study of IM correlation
in table (I×I) and IM clustering in order to select the best IMs. The third
one (3) focuses on rule ordering to select the best rules. The fourth group
(4) proposes to study the sensitivity of IMs. The last group (5) offers the
possibility to compare the results obtained from different rulesets.
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The next sections will focus on the description of the first three groups and
will illustrate it with the same ruleset: 120000 association rules extracted by
Apriori algorithm (support 10%) from mushroom dataset [Blake and Merz,
1998].

3 Ruleset statistics

This first group of ARQAT tools delivers 3 views summarizing some simple
statistics in the ruleset structure. The first one, ruleset characteristics , shows
the distributions underlying rule cardinalities, in order to detect borderline
cases.

The second view, IM distribution (Fig. 2), draws the histograms for each
IM. The distributions are also completed with minimum, maximum, average,
standard deviation, skewness and kurtosis values. In Fig. 2, one can see that
Confidence (line 5) has an irregular distribution and a great number of rules
with 100% confidence, it is very different from Causal Confirm (line 1).

The third view, joint-distribution analysis (Fig. 3), shows the scatter-
plot matrix of all IM pairs. This graphical matrix is very useful to see the
details of the relationships between IMs. For instance, Fig. 3 shows four
disagreement shapes: Rule Interest vs Yule’s Q (4), Sebag & Schoenauer vs
Yule’s Y (5), Similarity Index vs Support (6), and Yule’s Y vs Support (7)
(strongly uncorrelated). On the other hand, we can notice four agreement
shapes on Putative Causal Dependency vs Rule Interest (1), Putative Causal
Dependency vs Similarity Index (2), Rule Interest vs Similarity Index (3),
and Yule’s Q vs Yule’s Y (8) (strongly correlated).

Fig. 2. Distribution of some measures on mushroom dataset.
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Fig. 3. Scatterplot matrix of joint-distributions on mushroom dataset.

4 Correlation analysis

This second group is dedicated to IM correlation study in order to deliver
IM clustering and facilitate the choice of the subset of IMs that is the best-
adapted to describe the ruleset. The correlations between IM pairs were
computed in the preprocessing stage by using the Pearson’s correlation coef-
ficient and stored in the correlation matrix (I × I). The user has two visual
possibilities to explore the matrix. The first one is a simple summary matrix
in which each significant correlation value is visually associated to a differ-
ent color (a level of gray). For instance, the only one dark cell from Fig.
4 shows a low correlation value between Yule’s Y and Support. The other
seventy-four gray cells correspond to high correlation values.

The second one (Fig. 5) is a graph-based view of the correlation matrix.
As graphs are a good way to offer relevant graphical insights on data struc-
ture, we use the correlation matrix as the relation of an undirected and valued
graph, called correlation graph. In a correlation graph, a vertex represents an
IM and an edge value is the correlation value between 2 vertices/measures.
We also add the possibility to set a minimal threshold τ (resp. maximal
threshold θ) to retain only the edges associated to a high correlation (resp.
low correlation), that deliver a partial subgraph CG+ (resp. CG0).

These two partial subgraphs can then be processed in order to extract
clusters of measures. Each cluster is defined as a maximal connected sub-
graph. In CG+, each cluster will gather correlated or anti-correlated mea-
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Fig. 4. Summary matrix of correlation on mushroom dataset.

sures that may be interpreted similarly: they deliver a close point of view
on data. Moreover, in CG0 each cluster will contain uncorrelated measures:
measures that deliver a different point of view.

Hence, as each graph depends on a specific ruleset, the user will use the
graphs as data insight, which will graphically help him/her to select the
minimal set of the measures best adapted to his/her data. For instance in
Fig. 5, CG+ graph contains 11 clusters on 34 measures, the user can select in
each cluster the most representative measure, and then retain it to validate
the rules.

A close watch on the CG0 graph (Fig. 5) shows an uncorrelated cluster
formed by Support and Yule’s Y measures (also the dark cell in Fig. 4).
This observation is confirmed on Fig. 3 (7). CG+ graph shows a trivial
cluster where Yule’s Q and Yule’s Y are strongly correlated. This is also
confirmed on Fig. 3 (8) showing a functional dependency between the two
measures. These two examples show the interest to use the scatterplot matrix
complementarily (Fig. 3) with the correlation graphs CG0, CG+ (Fig. 5) in
order to evaluate the nature of the correlation links, and overcome the limits
of the correlation coefficient.

5 Best rule analysis

In order to help a user to select the best rules, we have implemented two
specific views. The first view (Fig. 6) collects a set of given number of best
rules for each measure in one cluster, in order to answer the question ”How
interesting are the rules of this cluster?”
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Fig. 5. CG0 and CG+ graphs on mushroom dataset (clusters are highlighted with
a gray background).

The selected rules can alternatively be visualized with parallel coordinates
drawing (Fig. 7). The main interest of such a drawing is to rapidly see the
IM rankings of the rules, and then to facilitate their interpretation.

These two views can be used with IM values of a rule or alternatively with
the rank of the value. For instance, Fig. 6 and Fig. 7 use the rank to evaluate
the union of the ten best rules for each of the nine IMs in the C1 cluster (see
Fig. 5). The Y-axis in Fig. 7 holds the rule rank for the corresponding mea-
sure. By observing the concentration lines on low rank values, we can obtain
3 measures: Confidence(5), Decsriptive Confirmed-Confidence(10), and Ex-
ample & Contra-Example(13) (on points 1, 2, 3 respectively) that are good
for a majority of best rules. This can also be retrieved from columns 5, 10,
13 of Fig. 6.

Fig. 6. Union of the ten best rules of the first cluster on mushroom dataset (ex-
tract).
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Fig. 7. Plot of the union of the ten best rules of the first cluster on mushroom
dataset.

6 Conclusion

We have designed and described some features of a new tool, ARQAT, im-
plementing an exploratory data-analysis approach for IM behavior analysis
on a specific dataset.

Technically, ARQAT is written in Java and embeds a set of 14 graphical
tools. For exchange facilities, three common file formats are used for im-
porting/exporting the rulesets: PMML (XML data-mining standard), CSV
(Excel and SAS) and ARFF (used by WEKA). ARQAT will be freely avail-
able at www.polytech.univ-nantes.fr/arqat.

In this paper, we have shown the interest of such an exploratory approach,
where the intensive use of graphical and complementary visualizations im-
proves and facilitates data insight for the user.

ARQAT is a first step toward a larger analysis platform in the domain
of knowledge quality research. Our future research will investigate the two
following directions. First, we will improve the correlation analysis by intro-
ducing a better measure than Pearson coefficient whose limits are stressed in
the literature. Second, we will also improve the IM clustering analysis with
IM aggregation techniques to facilitate the user’s decision making from the
best IMs.
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discovery of association rules with intensity of implication. In Lecture Notes
in Compuper Science, editor, Proceedings of 2nd European Symp. on Principles
of Data Mining and Knowledge Discovery, PKDD’98, pages 318–327, 1998.

[Guillet, 2004]F. Guillet. Mesures de la qualité des connaissances en ecd. In Actes
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In Revue des Nouvelles Technologies de l’Information - Mesures de Qualité
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Appendix 1: IM formulas

N◦ Interestingness Measure f(n, na, nb, nab
)
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b
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ab
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na
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7 Cosine
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|

9 Descriptive Confirm
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n
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11 EII (α = 1)
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2α

12 EII (α = 2)
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21 Lift
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b
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n
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b
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b
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n
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n
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n
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b

n
q
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b

n
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n

31 TIC
q
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