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Abstract. The feature selection allows to choose P features among M (P < M)
and thus to reduce the representation space. This process gets more and more use-
ful because of the databases size increases. Therefore we propose a method based
on preferences aggregation. It is an hybrid method that lies filter and wrapper
approaches.
Keywords: Feature selection, wrapper approach, filter approach, preferences ag-
gregation.

1 Introduction

Across a wide variety of fields, data are being collected and accumulated at
a dramatic pace. The Knowledge Discovery in Databases (KDD) process
can extract useful knowledge and patterns from the rapidly growing volumes
of data to improve the performance of various classifiers and to reduce the
running time. Feature selection is an essential step of the KDD process:
it eliminates irrelevant, noisy and redundant features, it selects the most
relevant features and it reduces the effective number of features under con-
sideration, the data mining step is then accelerated and the calculative cost
may be reduced (see [Sémani et al., 2005]).
This paper addresses feature selection for supervised learning. We propose a
new feature selection algorithm which is situated at the intersection of filter
and wrapper approaches. It uses preferences aggregation to determine an
ordered list of features subsets. The next section reviews existing feature
selection methods. The third section presents our starting point. Section
4 presents our feature selection method. Experimental evaluations are pre-
sented in section 5.

2 Existing feature selection methods

Feature selection methods are gathered in two approaches: wrapper ap-
proach, [John et al., 1994], and filter approach, [Kira and Rendell, 1992a].
Wrapper approach takes the influence of selected features subset on the per-
formances of the learning algorithm into account. The learning algorithm is
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used as an evaluation function to test different features subsets. However, its
computational cost is too important in most cases.

Filter approaches are grouped into 5 categories:
Complete methods test all possible features subsets. Their computational
cost is very high: MDLM [Sheinvald et al., 1990]...
Heuristic methods have many representatives like Relief, an iterative fea-
ture weight-based algorithm inspired by instance-based learning algorithms,
(see [Kira and Rendell, 1992b]). These methods require several accesses to
databases.
Random methods main representative is LVF, [Liu and Setiono, 1996].
Because of their probabilistic property, the number of selected features tends
towards the half of the initial features number. Like previous methods, these
methods require several accesses to databases.
Fast sequential selection method principle is an iterative feature selec-
tion with a single access to databases. In order to have a single data scan,
fast correlation measures must be used such as Kendall rank correlation co-
efficient. This kind of methods is represented by MIFS [Battiti, 1994], or the
method proposed by Lallich and Rakotomalala (see [Lallich and Rakotoma-
lala, 2000]). These methods are the fastest and quite efficient.
Step-by-step methods use short-sighted criteria to select features. This
type of methods is effective and very rapid particularly for problems with
many features and objects.
Each approach is characterized by a search procedure to generate the next
candidate subset (see [Langley, 1994]) and an evaluation criterion to evaluate
the subset under consideration. There are 4 categories of criteria which mea-
sure various feature specifications: Information measures: these measures
determine the information gain: Shannon entropy [Shannon, 1948], gain ratio
[Quinlan, 1986],...; Distance measures: they evaluate the separability of
classes: Gini coefficient [Breiman et al., 1984], Mantaras distance measure
[De Mantaras, 1991]...; Dependence measures are the whole correlation
or association measures: Tschuprow coefficient [Hart, 1984]...; Consistency

measures: These measures detect redundant features: τ of Zhou [Zhou and
Dillon, 1991].

3 Starting point

We start from the following observation: step by step methods using short-
sighted criteria are fast and have good results. However, the use of a step-
by-step method generates two problems: The choice of criterion is delicate,
which criterion is the most effective? and the form of result (a list of sorted
features) doesn’t provide us with the optimal features subset.

The method we propose solves these problems in the following way:

• There is no criterion better or more effective than others. Each criterion
emphasizes some specific feature qualities. It seems to be interesting to
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obtain a result which takes the opinion of different criteria into consid-
eration. So to obtain this type of results, we use a set of criteria and a
preferences aggregation method.

• Obtaining a sorted list of features limits the interest of feature selection :
we parameterize the aggregation method so that it doesn’t provide with
an ordering on the features but a preordering. Also, we don’t add features
one by one but features subset by features subset.

4 Presentation of our method

Our feature selection method is at the intersection of filter and wrapper
approaches which makes the features classification possible with the use of
short-sighted criteria. This method has 3 steps:

• Calculus and discretization of the different criteria for each feature (filter
approach),

• Application of a preferences aggregation method on the results obtained
at the previous stage (filter approach),

• Research of the optimal features subset (wrapper approach).

4.1 Calculus and discretization of criteria

We let users choose the short sighted criteria set. The only condition is that
there must be a representative of each criteria categories. For experiments
and tests, we choose a set of 10 short-sighted criteria: Shannon entropy,
gain ratio, normalized gain, Mantaras distance measure, Gini coefficient, chi-
squared, Tschuprow coefficient, Cramer coefficient, and τ of Zhou.

Each criterion for all features are calculated parallely. The result is a set
of 10 ordered lists (order descending) of feature relevance.

A feature can be as relevant as another one even if the two features don’t
bring the same information type. So, we introduce the concept of features
equivalence.

In order to define this concept, we consider a set of objects O = {o1, ..., on}
described by the initial features set X = {x1, ..., xi, ..., xp}, and a set of K

short-sighted criteria CR = {cr1, ..., crk, ..., crK} with crk = {crk1, ..., crkp},
the set of criterion values for each feature.

Values for each criterion are normalized with the following transformation:
crki,N = (crki − Min(crk)) \ (Max(crk) − Min(crk)) for a feature xi and a
criterion crk.

After their normalization, these values are discretized in deciles. The
discretization assigns to each feature a rank Rki for each criterion. This
rank is such that the most relevant feature has the smallest rank (For a
criterion which must be minimized: If crki,N ∈ [0; 0.1] then Rki = 1... If
crki,N ∈ [0.9; 1] then Rki = 10; For a criterion which must be maximized: If
crki,N ∈ [0; 0.1] then Rki = 10... If crki,N ∈ [0.9; 1] then Rki = 1).
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Thus the equivalence concept is defined as follows: two features are equiv-
alent according to a criterion if and only if they have the same rank for this
criterion. We tested various combination of normalization and discretization
methods. The combination described here gave us the most interesting and
general results on the tested datasets. It could be interesting to modify this
combination according to data structure.

4.2 Aggregation of the results of criteria

For all aggregation methods (see [Vincke, 1982], [Tanguiane, 1991]), the set
of judges and the set of objects must be defined. In our case, the objects
correspond to features and the judges correspond to criteria.
We use the aggregation method developed in [Nicoloyannis et al., 1998] and
[Nicoloyannis et al., 1999] based on pairwise comparison concept developed
in [Marcotochino, 1984a] and [Marcotochino, 1984b]. We don’t describe in
details this method but we present its subjacent principle.

For each features pair (xi, xj), each judge (criterion) states its opin-
ion Ak(i, j). Ak, the opinion of a judge k is an application of X × X in
{Pref, NPref, EQ}. Thus,
Ak(i, j) = Pref : the judge k prefers xi to xj , Rki < Rkj

Ak(i, j) = NPref : the judge k prefers xj to xi, Rki > Rkj

Ak(i, j) = EQ: the judge k considers xj and xi as equivalent, Rki = Rkj .
The result we wish to obtain is an opinion OP called opinion of broad prefer-
ences and which generates a preordering relation on X . OP is an application
of X × X in {Pref, NPref, EQ}.
Definition 1: The degree of agreement ρij(OP, Ak) between OP (i, j) and
Ak(i, j) is defined in Table 1.

OP/Ak Pref NPref EQ

Pref 1 0 1/2

NPref 0 1 1/2

EQ 1/2 1/2 1

Table 1. Degree of agreement

Definition 2: The degree of agreement DA(OP, Ak) is DA(OP, Ak) =∑
ρi,j(OP, Ak).
Definition 3: The degree of agreement between the opinion OP and the

opinion of all judges is DA(OP ) =
∑

DA(OP, Ak).
Their problem consists in building an opinion OP which generates a pre-

ordering on X and which maximizes DA(OP ). The corresponding optimiza-
tion problem is NP-hard, hence requires the use of a meta-heuristic. The
simulated annealing method [Kirkpatrick et al., 1983] is used for maximiza-
tion. The simulated annealing method is used because it’s a rapid and easy
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to use method by [Nicoloyannis et al., 1998]. But , they can use another
methods. The parameters are : the decay rate is set to 0.98, the halting con-
dition is a number of iterations which is set to 10× |X |. The neighbourhood
of the current solution is defined as follows: a preordering Ĺ belongs to the
neighbourhood of a preordering L = {l,, ..., lm, ..., lM} , (Ĺ ∈ V (L)), if and

only if Ĺ derives from L by the movement of only one object xi ∈ lm, lm ⊂ L

: xi is flipped into lm+1, (m < M) or into lm−1, (m = M); Or xi constitutes
a group by itself.

After the application of this aggregation method, we obtain an ordered
list of disjoint features subsets L = {l1, ..., lh, ..., lH}.

4.3 Optimal features subset

Until this step, our method belong to filter approach. From this step, our
method belong to wrapper approach. The advantage of using a wrapper
approach is to take into consideration the influence of the features subset on
the learning algorithm performances. The detection of the optimal subset
is carried out as follows: within the hth iteration, the features subset lh is
added to the optimal features subset. The optimal features subset is the one
having the smallest error rate on the learning set.

5 Experimentations

For our experiments we used 11 databases from the UCI repository (see
[Merz and Murphy, 1996]). Quantitative features are discretized with Fusin-
ter method developed in [Zighed et al., 1996]. The feature selection is carried
out on 30% of the initial set of objects keeping initial classes distribution.
The 70% remaining are used for the learning phase. For that, we use a 10-
fold-cross-validation and the learning algorithms are ID3 and Naive Bayesian.
The tests without selection are also carried out on these same 70% of stud-
ied base. After the application of our selection method, we can see some
improvements in error rate with ID3 and the Naive Bayesian (Tables 2 and
3). Our method is comparable with MIFS and ReliefF and sometimes bet-
ter. Tables 2 and 3 show the number of iteration carried out by our method.
The maximum number of iterations is about 9 (for Vehicle). The number of
learning algorithm runs in our method is then smaller than in pure wrapper
methods. For our method, the number of selected features depends on the
learning algorithm (Table 4). This number is often smaller than the number
of features selected by MIFS et ReliefF.

6 Conclusion

In this article, we present a feature selection method based on preferences
aggregation. It is a hybrid method between filter and wrapper approaches
having the advantages of each approach and reducing their disadvantages:
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Bases Our method MIFS ReliefF Without selection Number of iterations

Error (Sd) Error (Sd) Error (Sd) Error (Sd) with our method

Austra 15,29 (3,48) 17,17 (4,12) 15,31 (5,23) 16,6 (4,57) 2

Breast 4,27 (2,8) 5,9 (2,64) 5,29 (3,16) 5,95 (1,95) 3

Cleve 21,9 (8,67) 24,68 (10,27) 40,54 (7,77) 18,53 (8,68) 5

CRX 15,7 (3,1) 16,12 (6,7) 17,54 (5,88) 14,73 (5,68) 2

German 26,14 (4,87) 27,43 (5,06) 30,14 (6,01) 31,86 (7,53) 5

Heart 26,32 (11,04) 28,42 (9,76) 27,38 (9,06) 27,05 (10,29) 2

Iono 11,73 (5,59) 15,75 (8,71) 11,78 (3,94) 21,37 (8,39) 3

Iris 4,73 (4,74) 4,82 (6,58) 3,73 (4,57) 3,73 (4,57) 3

Monks-1 25,18 (7,56) 25,2 (7,71) 55,52 (3,34) 25,22 (8,3) 2

Monks-2 34,89 (6,71) 34,91 (6,7) 34,9 (8,63) 34,91 (6,79) 2

Monks-3 3,88 (2,69) 3,86 (2,86) 3,88 (3,34) 1,28 (1,28) 2

Pima 24,5 (5,15) 24,87 (4,83) 25,05 (7,69) 26,11 (5,43) 3

Tic Tac Toe 25,16 (6,31) 30,81 (7,11) 30,51 (5,9) 33,43 (5) 4

Vehicle 28,75 (5,44) 40,62 (7,39) 42,25 (6,52) 34,24 (4,96) 9

Table 2. Test with ID3

Bases Our method MIFS ReliefF Without Selection Number of iterations

Error (Sd) Error (Sd) Error (Sd) Error (Sd) with our method

Austra 15,27 (3,61) 14,28 (3,08) 15,28 (5,15) 16,6 (4,57) 3

Breast 2,65 (2,05) 2,86 (1,87) 3,45 (2,56) 5,95 (1,95) 5

Cleve 17,77 (6,14) 20,52 (11,34) 40,67 (4,33) 18,53 (8,68) 4

CRX 15,69 (3,99) 14,66 (5,7) 16,53 (2,8) 14,73 (5,68) 3

German 23,43 (4,62) 26,29 (3,63) 30,71 (4,96) 31,86 (7,53) 7

Heart 17,89 (7,14) 17,89 (10,04) 21,05 (10,53) 27,05 (10,29) 4

Iono 7,25 (5,88) 5,22 (4,4) 9,32 (6,22) 21,37 (8,39) 6

Iris 2,82 (4,31) 4,64 (6,17) 6,45 (7,14) 3,73 (4,57) 3

Monks-1 25,19 (4,68) 25,2 (7,18) 51,9 (8,2) 25,22 (8,3) 2

Monks-2 34,92 (5,11) 34,92 (6,24) 34,92 (6,65) 34,91 (6,79) 2

Monks-3 3,85 (3,67) 3,86 (2,87) 3,85 (3,85) 1,28 (1,28) 2

Pima 22,83 (5,73) 21,33 (4,3) 25,04 (3,41) 26,11 (5,43) 4

Tic Tac Toe 27,83 (3,92) 28,87 (5,42) 27,97 (4,19) 33,43 (5) 4

Vehicle 33,95 (4,18) 39,85 (8,01) 45,82 (8,78) 34,24 (4,96) 7

Table 3. Test with Naive Bayesian
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• The influence of the selected features on the learning algorithm is taken
into account. Thus, the selected features are different according to the
used algorithm.

• The computational cost is largely lower than the computational cost of
pure wrapper methods due to the use of a preordering.

We plan to improve our method according to two aspects. The discretization
method used for the criteria values must be better. Also we would like
the result of the preferences aggregation method to be the optimal features
subset.

Bases Without selection Our method with ID3 Our method with BN ReliefF MIFS

Austra 14 1 2 2 13

Breast 9 3 7 6 9

Cleve 13 7 5 6 8

CRX 15 3 5 2 7

German 20 5 9 14 3

Heart 13 2 8 2 13

Iono 34 2 26 25 8

Iris 4 3 2 4 3

Monks-1 6 1 1 2 1

Monks-2 6 1 1 2 2

Monks-3 6 2 2 2 3

Pima 8 2 5 7 4

Tic Tac Toe 9 7 7 5 3

Vehicle 18 14 12 18 6

Table 4. Number of selected features
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