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Abstract. The aim of this paper is a complete statistical analysis of the two di-
mensional discrete wavelet transform, 2D DWT. This analysis represents a gener-
alization of the statistical analysis of the 1D DWT, already reported in literature.
The probability density function, the correlation and the first two moments of the
coefficients of the 2D-DWT are computed. The asymptotic behaviour of this trans-
form is also studied. The results obtained were used to design a new denoising
system dedicated to the processing of SONAR images.
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1 Introduction

The 2D DWT is a very modern mathematical tool. It is used in compression
(JPEG 2000), denoising and watermarking applications. To exploit all its
advantages, it must be carefully analyzed. The aim of this paper is the study
of this transform from the statistical point of view. Such a complete study
was not already reported.

2 The 2D DWT

In this paper the most commonly used 2D DWT is considered. It is built
with separable orthogonal mother wavelets, having a given regularity. At
every iteration of the DWT, the lines of the input image (obtained at the
end of the previous iteration) are low-pass filtered with a filter having the
impulse response mg and high-pass filtered with the filter m;. Then the lines
of the two images obtained at the output of the two filters are decimated
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with a factor of 2. Next, the columns of the two images obtained are low-
pass filtered with m( and high-pass filtered with m;. The columns of those
four images are also decimated with a factor of 2. Four new sub-images
(representing the result of the current iteration) are generated. The first one,
obtained after two low-pass filterings, is named approximation sub-image (or
LL image). The others three are named detail sub-images: LH, HL and HH.
The LL image represents the input for the next iteration. In the following,
the coefficients of the DWT will be noted with ,DF, where z represents
the image who’s DWT is computed, m represents the iteration index (the
resolution level) and k = 1, for the HH image, k = 2, for the HL image,
k = 3, for the LH image and k = 4, for the LL image. These coeflicients are
computed using the following relation:

ID'rkn [nap] = <:C (TlvTQ)ai/}'rkn,n,p (7_1’7—2)> (1)
where the wavelets can be factorized:

wfrz,n,p (7-1’ 7-2) = a']rcn,n,p (Tl) : ﬁ’r]jl,n,p (7-2) (2)

and the two factors can be computed using the scale function ¢ (7) and the
mother wavelets ¢ (7) with the aid of the following relations:

b () = { (0 0 3
m,n s k=24
mp (1) = {Zm:n E:; k=1,3 )
where:
Omon (T) = 2_%@(2_7"7' —n) (5
Y (1) =27 29 (277 — n) (6

3 The pdfs of the wavelet coefficients

These pdfs can be computed following the description of the 2D DWT given
in the previous paragraph. In fact each sub-image has its own pdf. The
pdfs computation is based on the relation between the pdfs of the random
variables from the input and the output of a digital filter. This is a sequence of
convolutions which number is equal with the number of the filter coefficients.
The pdfs of the wavelet coefficients, ,D¥ . can be expressed with the aid of

the pdf of the input image, z, using the relation, [1]:

M (k
mefn (a’) = *ql(:l)"'*ivj?:lfd(k) 41,715 -5 9ms Tm, a/) (7)
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where:
fa(k,qisoosrm,a) = G (k,qisocmm) fo (G (K, qus o mm) @) (8)
and:
1
G(k,Q1,...,’I"m) = — (9)
F (kv q1, Tl) ll:[Q mo [(II] mo [Tl]
where:
mo [@1] mo [r1], for k=4
) mo gl ma[r], for k=
F(k/’,‘haﬂ) = m? [qi] m; [ri]’ fOT k= (10)
my (@] mq [r], for k=1

My represents the length of the impulse response mg, Mithe length of m;
and the numbers of the first two groups of convolutions in relation (7) are
given by the relation:

My, for k=4 My, for k=4
) My, for k=3 ) My, for k=3
M (k) = My, for k=2 and N (k) = My, for k=2 (11)

My, for k=1 My, for k=1

In conformity with (7), each pdf of the wavelet coefficients is a sequence of
convolutions. Hence, the random variable representing the wavelet coeffi-
cients can be written like a sum of independent random variables. So, the
central limit theorem can be applied. This is the reason why the pdf of the
wavelet coefficients tends asymptotically to a Gaussian, when the number
of convolutions in (7) (the DWT iterations number) tends to infinity. This
number depends on the mother wavelets used and on the number of iterations
of the DWT. For mother wavelets with a long support, this number becomes
large very fast (for a small number of iterations). The mother wavelet with
the shortest support is the Haar mother wavelets. We have computed, using
the relation (7), the pdfs of the coefficients of the 2D DWT of an image, con-
taining a noise distributed following a log — gamma distribution, using the
Haar mother wavelets. The support of the mother wavelets used in practice
is longer than the support of the Haar mother wavelets, considered in this
theoretical case. The difference between the pdfs of the wavelet coefficients
obtained after the second iteration and Gaussians is small in this case. So,
after two iterations, the pdfs of the wavelet coefficients can be considered
Gaussians. For the first two iterations, heavy-tailed models must be con-
sidered. Finer analysis, measuring the distance between the real pdfs and
Gaussians, are performed in [Foucher and al., 2001], [Achim and al., 2003]
and [Xie and al., 2002].
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4 The correlation of the wavelet coefficients

The input image, x, represents, in general, the sum of the useful image, s, and
of the noise image, n. Because these two random signals are not correlated,
the correlation of the wavelet coefficients of the image x, is the sum of the
correlations of the wavelet coefficients of the useful image and of the noise
image. The correlation function of the wavelet coefficients can be computed
using the following relation:

I pk [n1,m2,p1,p2] = E {fon [n1, p1] (= DE, [nz,pz])*}

= / E{z(r,m)}- wﬁf’nlﬁpl (11,72) ~1/an7n21p2 (13, T4) dridrodrsdry  (12)
R4

or:
1

I pr [n1,m2,p1,p2] = P /R2 Yo (27701, 27 ") -

. ’042 {wk (v, 1/2)}’2 ) e*]‘[Vl(n2*n1)+V2(p2*p1)]dl/ldV2 (13)

where the first factor under the integral from the right hand side represents
the power spectral density of the input image and the second factor represents
the power spectral density of the one dimensional mother wavelets used. In
the following, the influence of each of these two factors will be analyzed. For
the beginning, the influence of the first factor is considered. If the input
image is a white noise, with a known variance, z, it can be written:

Y (277”1/1, 27m1/2) =z (14)

and the expression of the wavelet coefficients of the input noise image corre-
lation function becomes:

L pr [n,p] =2-8[ni]-0[p] (15)

This relation was obtained applying some very well known results from har-
monic analysis: the Wiener-Hincin identity and the symmetry theorem. A
magic property of the orthogonal wavelet bases (the samples of the correla-
tion functions of the corresponding mother wavelets and scaling functions,
taken at integer moments, are discrete-time unit impulses) was also used.
Hence, the correlation of the wavelet coefficients of a white noise image do
not depends on the regularity of the one dimensional mother wavelets used.
The same result can be obtained taking in (13) the limit for m (number of
iterations) tending to infinity. Indeed, under the integral from the right hand
side of (13), only the power spectral density of the input image depends on
m. After the limit computation, this function becomes a constant, like in the
case when the input image is a white noise. Asymptotically, the 2D DWT
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transforms every colored noise into a white one. Hence this transform can
be regarded as a whitening system, for any regularity of the one dimensional
mother wavelets used. So, the wavelet coeflicients sequences of the noise
component of the input image are white noise sub-images, having the same
variance. In the following, some considerations about the influence of the
second factor of the product under the integral from the right hand side of
the relation (13), will be made. This second factor takes into account the
specific of the one dimensional mother wavelets used. It explains how the
regularity of the wavelet decomposition affects the coefficients correlation. It
can be proved that the convergence speed to a white noise (when m tends
to infinity) increases when the regularity (the length of the filters my and
m1) increases. So, the convergence speed to a Gaussian white noise can be
increased using one dimensional mother wavelets with higher regularity. The
first and second order moments of the wavelet coefficients can be computed
using the following relations.

E{IDﬁ*L [nl,pl]} =F {/RQ :C(TLTQ) . ’l/)ﬁ;nlml (T1,7'2) dTldTQ} = (16)

[0,k=1,2,3
12" e k=4

Only the means of the images formed with the approximation wavelet
coefficients are not nulls. The mean of the DWT of the noise component of
the input image is given by the relation:

0,k=1,2,3
E{,D}, [n1,p1]} = {—2’"-un,k=4 (17)

In practice the number of iterations of the DWT is important. The dimen-
sions of the image built with the approximation wavelet coefficients obtained
after the last iteration are smalls. This is the reason why this image is not
filtered in the denoising applications based on the use of the DWT. The
variance of the wavelet coefficients of the noise component can be computed
using the relation:

2
UfD;gL = E{’IDfn [”ble } =TI pr (0,0)=
1
- 4q2
The DWT of the input noise component, n, has a variance given by:

2 z, k:1,2,3
9.0k = 2—=22m2 k=4

/ Yz (211, 2™ 1) - |a2 {1/)k (v1, 1/2)}‘2 dvidvs
RZ

(18)

m

This variance is constant for all the images formed using detail wavelet coeffi-
cients. Hence, it can be estimated using the first HH image. This estimation
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can be used for the filtering of any other detail image, formed with the detail
wavelet coefficients obtained at any iteration. The correlation of the DWT
of s is given by:

I pe [n1,p1] = 2™ - T4 [2Mny, 2 pi] (19)
its mean by:
0, k=1,2,3

and its variance, by:
USQDf;L =2%m . 52 (21)

So, the variance of the detail wavelet coefficients sequences obtained start-
ing from the useful component of the input image increases when the iteration
index increases. All the relations established in this paragraph were used in
[Isar and Moga, 2004], for the design of a denoising system for SONAR im-
ages.

5 Conclusion

A complete analysis of the 2D DWT was reported. It is proved that the 2D
DWT asymptotically converges to the 2D Karhunen-Loeéve transform. So,
the DWT of a colored noise image, with a given probability density function,
converges asymptotically to a white Gaussian noise. This is a generalization
of the results reported in [Isar and al., 2002], where the case of the 1D DWT
was considered. Another reference for the statistical analysis of the 1D DWT
is [Pastor and Gay, 1995]. The asymptotic analyses of 1D DWT and 2D DWT
have similar results. The pdfs of both wavelet transforms converge asymp-
totically to Gaussians. Both wavelet transforms converge asymptotically to
the corresponding Karhunen-Loeve transforms, for any regularity of the one
dimensional mother wavelets used. The convergence speed to a Gaussian
white noise can be improved increasing the regularity of the one dimensional
mother wavelets used. Both wavelet transforms convert a white noise into a
white noise with the same variance. All the other results of the statistical
analyses of the 1D DWT and 2D DWT (pdfs, correlations, moments) are
also similar. Based on the statistical analysis reported in this paper, a new
denoising system was built in [Isar and Moga, 2004]. Its performances for
the treatment of the SONAR images are also reported. This statistical anal-
ysis can be used for compression or watermarking purposes also. Statistical
analyses of other wavelet transform will be reported soon.
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