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Abstract. In the literature, a lot of effort has been devoted to develop effective
estimation and inference methods for the accelerated failure time (AFT) model for
right censored data. In the talk, we will give a review on the recent development
on the estimation and inference methods for the AFT model based on the work in
[Jin et al., 2003] and [Jin et al., 2004].
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Right censored data are common in many scientific fields. The right
censored data consist of (Xi, Yi, δi), i = 1, · · · , n, where X is a p-dimensional
covariate, Y = min{T, C}, with T being the response variable and C being
the censoring variable, and δ = 1{T ≤ C} being the indicator of censoring.

The accelerated failure time (AFT) model is of the same form as usual
linear regression model:

log Ti = XT

i
β0 + εi (1)

where β0 is the unknown true p×1 parameter of interest and εi (i = 1, · · · , n)
are unobservable independent random errors with a common but completely
unspecified distribution function. (Thus, the mean of ε is not necessarily 0).
The AFT model is an attractive alternative to the popular Cox proportional
regression model, [Cox, 1972].

Several approaches have been proposed for the estimation and inference on
the AFT model in the literature. Rank-based methods were studied [Tsiatis,
1990], [Wei et al., 1990], [Lai and Ying, 1991], [Lai and Ying, 1992], [Lin
and Geyer, 1992], [Ying, 1993], [Fygenson and Ritov, 1994], among many
others. Least squares based and M -estimation methods were investigated
by [Miller, 1976], [Buckley and James, 1979], [Koul et al., 1981], [Ritov,
1990] and [Lai and Ying, 1991], among many others. Despite theoretical
advances, all these approaches are numerically complicated and difficult to
implement, especially when the number of covariates is large. These are due
to the non-differentiability and non-monotonicity of the estimating functions.
Furthermore, the covariance matrices of the estimators are rather difficult
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to obtain because they involve nonparametric estimation of the underlying
unknown density function for ε.

Recently, we have developed new rank-based and least squares estimation
and inference method for the AFT model [Jin et al., 2003], [Jin et al., 2004].
In [Jin et al., 2003], a class of rank-based estimating functions are developed.
The functions are monotone and can be easily solved by linear programming
technique. The covariance matrix of the parameter estimators are obtained
by a resampling method. In [Jin et al., 2004], a numerically easy to imple-
ment least squares method is developed and a resampling method sharing
the similar spirit in the rank-estimation is also proposed.

In the talk, we will give a review on the recent development on the esti-
mation and inference methods for the AFT model.
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